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Solar Physics with LYRA
Shapiro et al.

Figure 2. Irradiance measured by the Herzberg channel of LYRA for the January 6 – January
24, 2010 period. Plotted are the level 3 calibrated data.

the analysis. Therefore in the first step we chose a trustable range of the irra-
diance and excluded the outliers. For the period under consideration (January
2010 ) the lower and upper levels were chosen to be 0.65 W/m2 and 0.9 W/m2,
respectively. This procedure is illustrated in Figs. 3 and 4. One can see that
even within the selected trustable range the irradiance level is highly unstable
and undergoes a few jumps per day. For some of the days several distinctive
“branches” can be clearly seen. The irradiance level is stable within each of the
branches but constantly jumps between them. Such behavior can be attributed
to the pointing fluctuations and rotations of the PROBA2.

The upward slope in the zero level of the irradiance is due to a constant which
was added to remove the degradation for the production of the level 3 data. The
additive correction of the degradation is justified for the analysis of the flares but
is not suitable for the analysis of the rotational cycle, where the multiplicative
correction is preferable (see Dominique et al., 2011b, Shapiro et al., 2011c).
Therefore we had to subtract this constant from the level 3 data. To correct
for the degradation we calculated the change of the irradiance at the Herzberg
channel between January 7 and January 18 as measured by SOLSTICE/SORCE
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Extraction of the CLV

Shapiro et al.
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Figure 1. Relative variations of the irradiance as measured by the Herzberg channel of LYRA.
The intervals of zero intensity occur during the occultations when PROBA-2 passes the Earth
shadow in the winter season. The panels show two eclipses separated by the three occultations
on January 15, 2010 (a) and four eclipses on July 11, 2010 (b). The periodic abrupt changes
of the irradiance level are due to the spacecraft maneuvers.

In this paper we analyze the first measurements of the Large Yield RA-
diometer (LYRA) (Hochedez et al., 2006; Benmoussa et al., 2009) onboard
the PROBA-2 satellite launched on November 2, 2009. Up to now LYRA has
observed several solar eclipses (see Fig. 1).

During the eclipse the Moon consecutively covers different parts of
the solar disk. The light curve of the eclipse depends on the CLV of
the solar brightness and on the geometry of the eclipse (the angular
radii of the Sun and the Moon as well as the minimum distance be-
tween their centers which is reached during the maximum phase of the
eclipse). If the geometry of the eclipse is known and the distribution
of solar brightness has radial symmetry then the light curve of the
eclipse can be used to retrieve the CLV of the solar brightness. Let
us notice that the assumption of the radial symmetry is well-justified
for the January 15, 2010 eclipse as the solar activity level was very

SOLA: ecl_paper_rev1.tex; 27 November 2011; 14:51; p. 2
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Figure 3. (a) Empirical CLV deduced from the profile of the first transit as ob-
served by the unit 2 (orange curve); (b) the deviations between the CLV plotted
on panel (a) and the CLV deduced from the profile of the first transit as observed
by the unit 1 (red curve) and CLV deduced from the profile of the second transit
as observed by the unit 2 (blue curve). The empirical CLV deduced from the two
extreme profiles corresponding to the edges of the error range in Fig. 2 delimit
the CLV error range (the shaded area).
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Figure 4. The deviations between the profiles as measured by unit 2 and as
calculated with the empirical CLV. The error bars (dotted lines) are the same
as in Fig. 2.

(Fontenla et al., 1999). The small amplitude of the deviations supports
the analysis presented below.

3. Comparison with modeling

To calculate the theoretical CLV we employed the 1D NLTE radiative transfer
code COSI developed by Hubeny, 1981; Hamann and Schmutz, 1987; Schmutz,
Hamann, and Wessolowski, 1989; Haberreiter, Schmutz, and Hubeny, 2008;
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Center-to-limb variations
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Figure 3. (a) Empirical CLV deduced from the profile of the first transit as ob-
served by the unit 2 (orange curve); (b) the deviations between the CLV plotted
on panel (a) and the CLV deduced from the profile of the first transit as observed
by the unit 1 (red curve) and CLV deduced from the profile of the second transit
as observed by the unit 2 (blue curve). The empirical CLV deduced from the two
extreme profiles corresponding to the edges of the error range in Fig. 2 delimit
the CLV error range (the shaded area).
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Figure 4. The deviations between the profiles as measured by unit 2 and as
calculated with the empirical CLV. The error bars (dotted lines) are the same
as in Fig. 2.

(Fontenla et al., 1999). The small amplitude of the deviations supports
the analysis presented below.

3. Comparison with modeling

To calculate the theoretical CLV we employed the 1D NLTE radiative transfer
code COSI developed by Hubeny, 1981; Hamann and Schmutz, 1987; Schmutz,
Hamann, and Wessolowski, 1989; Haberreiter, Schmutz, and Hubeny, 2008;
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Figure 2. The profiles of the 05:00 (a) and 09:00 (b) transits retrieved from the level 1 data
as well as the deviations between these profiles and the profile retrieved from the level 2 data
of the unit 2 (c,d). The shaded area on panel c indicates the estimated error range.
The dotted lines correspond to the widest part of the error range in the time interval between
5 h and 5.3 h (i.e. excluding the problematic feature after 5.3 h).

with respect to temperature variations (Benmoussa et al., 2004). The
nominal cadence of acquisition is 20 Hz. A more detailed discussion
of the in-flight performance of LYRA is given in Dominique et al., 2011.

The first light curve of the eclipse event was obtained by LYRA on January 15,
2010. The eclipse was shortly preceded by LYRA first light on January 6, 2010
and was the longest annular solar eclipse of the millennium. It was observed on
the ground from Africa and Asia and was seen as a partial from the PROBA-2.
The eclipse lasted more than 6 hours, so the PROBA-2 passed through the
Moon’s shade three times. However the intermediate transit could not be
observed due to the simultaneous occultation (i.e. it was shaded by the Earth).

The raw (level 1) data collected by the Herzberg channel of LYRA during
this eclipse are presented in panels a and b of Fig. 2. The plotted data were
corrected for the dark current which is still present in the original data. The 05:00
UTC transit of the January 15, 2010 eclipse (hereafter first transit) was
simultaneously observed by the LYRA units 1 and 2 (the back-up and standard
acquisition units, accordingly), while the 09:00 UTC transit (hereafter second

SOLA: ecl_paper_rev1.tex; 27 November 2011; 14:51; p. 4
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Figure 3. (a) Empirical CLV deduced from the profile of the first transit as ob-
served by the unit 2 (orange curve); (b) the deviations between the CLV plotted
on panel (a) and the CLV deduced from the profile of the first transit as observed
by the unit 1 (red curve) and CLV deduced from the profile of the second transit
as observed by the unit 2 (blue curve). The empirical CLV deduced from the two
extreme profiles corresponding to the edges of the error range in Fig. 2 delimit
the CLV error range (the shaded area).
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Figure 4. The deviations between the profiles as measured by unit 2 and as
calculated with the empirical CLV. The error bars (dotted lines) are the same
as in Fig. 2.

(Fontenla et al., 1999). The small amplitude of the deviations supports
the analysis presented below.

3. Comparison with modeling

To calculate the theoretical CLV we employed the 1D NLTE radiative transfer
code COSI developed by Hubeny, 1981; Hamann and Schmutz, 1987; Schmutz,
Hamann, and Wessolowski, 1989; Haberreiter, Schmutz, and Hubeny, 2008;
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Figure 3. (a) Empirical CLV deduced from the profile of the first transit as ob-
served by the unit 2 (orange curve); (b) the deviations between the CLV plotted
on panel (a) and the CLV deduced from the profile of the first transit as observed
by the unit 1 (red curve) and CLV deduced from the profile of the second transit
as observed by the unit 2 (blue curve). The empirical CLV deduced from the two
extreme profiles corresponding to the edges of the error range in Fig. 2 delimit
the CLV error range (the shaded area).
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Figure 4. The deviations between the profiles as measured by unit 2 and as
calculated with the empirical CLV. The error bars (dotted lines) are the same
as in Fig. 2.

(Fontenla et al., 1999). The small amplitude of the deviations supports
the analysis presented below.

3. Comparison with modeling

To calculate the theoretical CLV we employed the 1D NLTE radiative transfer
code COSI developed by Hubeny, 1981; Hamann and Schmutz, 1987; Schmutz,
Hamann, and Wessolowski, 1989; Haberreiter, Schmutz, and Hubeny, 2008;
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Test of the temperature structure
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Figure 5. The same as Fig. 3 but with the CLV dependencies calculated for the faint super-
granule cell interior(A), average supergranule cell interior (C), quiet network (E) and plage
(P).

from the entire solar disc, it significantly changes the CLV. The comparison with
the measured CLV allows to choose the most suitable for the CLV calculations
model.

Shapiro et al., 2010 assumed that the coefficient of the additional opacity does
not depend on height in the solar atmosphere. This implies that it does not have
any dominant source as the concentration of every particular ion or molecule
is height dependent. In Sect. 3.3 we show that the CLV provide important
complementary information which allow to reevaluate this assumption and help
to understand the nature of the additional opacity.

3.2. Test of the temperature structure

To test the sensitivity of the CLV to the change of the temperature structure
we performed the calculations employing the models for several different compo-
nents of the solar atmosphere: model A (faint supergranule cell interior), model
C (average supergranule cell interior), model E (quiet network) and model P
(plage). The temperature and density structures were taken from Fontenla et al.,
1999. The models A and E correspond to the cold and warm components of the
quiet Sun, while the Model C represents the spatially averaged quiet Sun. Shapiro
et al., 2010 showed that the calculations with the latter model can reproduce
spectral irradiance measured by SOLSTICE (up to 320 nm) and SIM (Solar
Irradiance Monitor; Harder et al., 2005) (from 320 nm onward) onboard the
SORCE satellite during the 2008 solar minimum, as well as SOLSPEC (SOLar
SPECtral Irradiance Measurements; Thuillier et al., 2004) during the ATLAS
3 mission in 1994 with high accuracy. They used the model C to calculate the
fc(λ) factor (see Eq. (2)) for the additional opacities in the 160–320 nm spectral
range.

The same procedure of the fc(λ) factor fitting was performed for the Mod-
els A and E. The Model A is colder than Model C so it yields smaller UV

SOLA: ecl_paper_rev1.tex; 27 November 2011; 14:51; p. 9
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Eclipses observed by LYRA

Table 1. Theoretical profiles vs. observed and empir-
ical (calculated with the empirical CLV) profiles.
The numbers are discrepancies calculated with the help
of Eq. (3). The minimum values of the discrepancy are
boldfaced.

Passage 1 Passage 2

observed empirical observed empirical

A 49.9 3.3 65.0 9.9

C 105.8 92.5 130.1 113.0

E 168.7 160.4 197.3 186.5

P 216.3 209.2 245.2 236.3
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Figure 6. The same as Fig. 4 but with the eclipse’s profiles calculated for the solar atmosphere
models A, C, E and P.

the profiles P i
1 and P i

2 as:

∆1,2 = 10−4

√

√

√

√

(

N
∑

i=1

(

P i
1 − P i

2

)2
/N

)

, (3)

where N is number of the time points in the profiles and the scaling factor 10−4

is introduced for convenience.
In Table 1 we present the discrepancies between the theoretical, measured

and empirical (calculated with the empirical CLV, see Sect. 2) profiles.
One can see that the calculations with the Model A are in the good agreement
with the measurements and is very close to the empirical profile. Let us however
note that the model A is not able to properly reproduce the visible and near
infrared irradiance as well as the main molecular bands (e.g. CH G-band and CN
violet system) in the solar spectrum. The calculations with the Models E and P
result in too weak CLV and consequently in too high residual irradiance during
the maximal phase of the eclipse. Although the calculations with the Model C

SOLA: ecl_paper_rev1.tex; 27 November 2011; 14:51; p. 11
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Figure 7. Opacity scaling factor (the fraction in the right side of the Eq. (4)) and temperature
(black curve) as a function of height (a) as well as the contribution functions for near the limb
(R/RSun = 0.95) and disc center intensities. The contribution functions are shown for the
case of height independent additional opacity (black curves in (b), (c) and (d)) and additional
opacity scaled with the CN (b), CO (c) and Fe I (d) relative concentrations. The zero-point
of the height scale is defined as the layer at which the continuum optical depth at 500 nm is
equal to one.
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Figure 8. The same as Fig. 3 but for different modes of calculations with the Model C.
The “CN”, “CO” and “Fe I” points were calculated scaling the additional opacity with the
relative concentration of the corresponding species. The “0.8” and “1.5” points were calculated
adjusting the additional opacity so that COSI yields 80% and 150% of the UV irradiance
measured by the SOLSTICE/SORCE. The “C” points correspond to the standard calculations
using Model C (i.e. with height independent additional opacities adjusted to reproduce the
SOLSTICE/SORCE UV measurements).

contribution functions to the higher and lower levels of the solar atmosphere
respectively. This increases the distance between the peaks of the limb and disc
center contribution functions, which results in the stronger CLV. The effect is
the most prominent for the scaling with the CO relative concentration (due to
the strong shift of the limb contribution function) and the least prominent for
the Fe I case (due to a small effect on the disc center contribution function).

The above discussion is confirmed by the Figs. 8 and 9 where the CLV depen-
dencies and the eclipse profiles for the different cases of the additional opacity
scaling are presented. One can see that the scaling of the additional opacity
makes the CLV stronger. The scaling with the CO relative concentration results
in too strong CLV and accordingly too small residual irradiance during the
maximal phase of the eclipse. At the same time the scaling with the Fe I or CN
relative concentrations moves the CLV dependencies and irradiance profiles very
close to the observed ones and hence can solve the problem addressed in the end
of Sect. 3.2. Let us notice that, in opposite to the calculations with the Model
A, these calculations can also properly reproduce all main features in the solar
spectrum.

While the relative variations of the irradiance can be measured by LYRA
with a very high precision, the absolute calibration of LYRA radiometers is
very tricky and renders the determination of the absolute level of the irradi-
ance almost impossible without the use of an external reference. The additional
opacity in the COSI were adjusted to reproduce the irradiance as measured by
SOLSTCIE/SORCE. If the solar UV irradiance were different from the mea-
sured by the SOLSTCIE/SORCE, then the different additional opacity would
be necessary to reproduce it. The readjustment of the additional opacities will
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Figure 9. The same as Fig. 6 but for different modes of calculations with the Model C

Table 2. The same as Table 1 but for different modes of calculations with
the Model C.

Passage 1 Passage 2

observed best monotonous observed best monotonous

Standard 105.0 90.9 129.3 111.5

CN 47.8 19.1 66.5 25.0

CO 83.4 73.3 85.4 60.8

Fe I 59.5 35.0 83.9 55.0

80% 170.8 161.7 198.8 187.4

150% 51.4 15.6 64.0 3.1

irradiance but also the CLV. Thus the CLV deduced from the eclipse analysis
can be used to indirectly test the SOLSTCIE/SORCE measurements. With this
goal we made two experiments readjusting the additional opacity so that COSI
yields 80% and 150% of the SOLSTCIE/SORCE irradiance (the same scaling
factor was applied for all wavelengths in the 160–320 nm interval). In these
experiments we followed the approach of Shapiro et al., 2010 and assumed that
the fc factor from the Eq. (2) is independent on height.
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A.I. Shapiro, W. Schmutz, M. Dominique, A.V. Shapiro, 
“Eclipses observed by LYRA - a sensitive tool to test the models 
for the solar irradiance”, Solar Physics, submitted
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